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Goal of the Research
The project aims to provide insights into the efficacy of using

temperature data from specific stations for predicting load values.

And to help inform utility companies in their decision-making

processes related to load forecasting and resource allocation,

leading to more efficient and effective energy management

strategies.
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Abstract
This project focuses on analysing load and temperature data 

collected from utility companies in the US, consisting of 20 load 

zones with varying patterns of hourly load values and 11 

temperature stations with distinct locations. The objective is to 

identify patterns and correlations between temperature data and 

load values for each zone and develop a predictive model for load 

values using machine learning

algorithms.

A thorough data exploration was conducted to examine potential 

correlations between temperature stations and load values in each 

zone. In cases where strong correlations were found, the 

temperature data from the correlated station was utilized to predict 

load values in the corresponding zones. However, in instances 

where strong correlations were not identified, a method was 

devised to select temperature data from a station and incorporate it 

into machine learning algorithms for predicting load values in each 

load zone. The methodology for selecting temperature data for 

load prediction involves various factors such as geographical 

proximity, climatic similarity, historical data analysis, and 

statistical measures. Machine learning algorithms are applied to 

develop predictive models using the selected temperature data.

The results of this project will contribute to a better understanding 

of the relationship between temperature and load values in 

different load zones and provide insights into the efficacy of using 

temperature data from specific stations for predicting load values. 

This research helps to inform utility

companies in their decision-making processes related to load 

forecasting and resource allocation, ultimately leading to more 

efficient and effective energy management strategies.
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➢Acquired dataset

➢Preprocess the dataset

➢Find Patterns and correlations between temperature and load

values and perform mapping.

➢Build six models using MLPRegressor, Linear Regression,

Decision Tress, Random Forsest, KNN Regression, Xgboost.

➢Compare the test scores of each model to find the model with

high prediction score.

➢Use the best model to predict with a high accuracy, the load

values for the week of June 1-7, 2008 for each load zone, given the

temperature and the historical load data.

Figure 10: Train time and test scores

Figure 11: Top ten prediction errors

Figure 12: Train time and test scores

Figure 13: Top ten prediction errors

The problem addressed in this project is related to load 

forecasting and energy management in the utility industry. 

Specifically, the project aims to analyze the relationship between 

temperature and load values in different load zones and develop a 

predictive model for load values using machine learning 

algorithms.

The challenge is that load values can vary significantly based on 

factors such as time of day, day of the week, and weather 

conditions. Temperature is one of the key weather variables that 

can impact load values, as temperature changes can influence the 

use of heating and cooling systems in residential and commercial 

buildings. Therefore, identifying patterns and correlations 

between temperature data and load values can help utility 

companies make more accurate load forecasts and allocate 

resources more effectively.

at Lewis University

Linear Regression Model

Figure 9: Top ten prediction errors

Random Forest Model

KNN Regression Model

Figure 5: Top ten prediction errors

Figure 6: Train time and test scores

Decision Tree Model

Figure 3: Top ten prediction errors

Figure 4: Train time and test scores

Figure 1: mapping of a temperature station for each load zone

Xgboost

MLPRegressor Model

Figure 7: Top ten prediction errors

Figure 8: Train time and test scores

Figure 12: Train time and test scores

In conclusion Random Forest outperformed the other five 

models in performance and is used for Load prediction.

Ways to Improve Model Accuracy
➢ Remove irrelevant features

➢ Apply regularization to remove overfit

➢ Increase the amount of  training data

➢ Ensemble learning: combining multiple models

MODEL ACCURACY

Decision Tree 65.8%

KNN Regression 73.4%

MLP Regressor 41.7%

Linear Regressor 60.2%

Random Forest 75.3%

Xgboost 71.1%
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