
Introduction: In this research, we have studied command-

lines from the perspective of cyber security. Computer
vulnerabilities can be exploited in a variety of ways. Malicious
actors may use a specific exploit, a secret pathway to enter a
computer system, or a misconfiguration in one of the system
components. In most of these attacks, malicious actors aim to
run malicious programs through command-lines. One way to
detect malicious activities on a machine is by analyzing the
structure of command-lines. The detection can be based on a
combination of different methods from rule engines to more
advanced machine learning methods. These methods compare a
new command-line to existing ones and classify it as similar or
not-similar to any existing groups of command-lines. This helps`
in creating clusters of similar command-lines and identifying
them as safe or malicious. As rule-based and Machine Learning
(ML) approaches have different, distinct strengths, an attractive
option is to use their combination . To classify the command-
lines, we study a neuro-symbolic[1, 2, 3] (hybrid) approach
combining a rule-based system with an ML system

Figure 2: Graph representation of two commands

Methods: First, we built a rule-based system with the

help of expert opinions and a set of rules. The expert opinions
are used to create a reference The reference table consists of
five columns, COMM, SUBCOMM, FLAG, PARAM, and OUTPUT
as shown in Table 1. The first four columns can have one of
the three possible values. Value 0 indicates that tokens are
mismatched, whereas 1 shows a match. In the absence of a
token, the value is set to be -1. The column OUTPUT can have
one of the two possible values, similar, or not-similar,
depending on the other four columns’ values.

Figure A: neque 

dignissim, and in 

aliquet nisl et umis.

Data Analysis: We collected data from one machine

(Windows 10 OS). This data consists of the command-line
commands used on the machine, and processes invoked by the
system. The processes include opening a browser, creating a
document, launching tools, and many more GUI operations. A
total of 12262 commands were collected. Each command is
fragmented into chunks of tokens. Each token is assigned a label
such as COMM, SUBCOMM, FLAG, PARAM, etc. To understand
the hierarchy of these tokens, we used graph approach. The
tokens and labels are assigned as Nodes and edges respectively.
Each token is connected to its parent token with its specific label.
Following are the two command-lines which are compared
against each other and a graph is drawn . as shown in Figure 1.

• C:\\WINDOWS\\system32\\svchost.exe –k 
LocalService –p –s WebClient

• C:\\WINDOWS\\system32\\svchost.exe -k 
LocalSystemNetworkRestricted –p –s SysMain
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Results: Out of 1.2 million records, a mere 100,000 records

were used for the training and evaluation of the models. Table 2
shows the evaluation results of the three models. The baseline
model wrongly predicted 1115 records as not-similar, whereas DL
document classifier wrongly predicted 44 records as not-similar.
The best result is achieved by the sentence-pair classifier, which
wrongly predicted only 6 records as not-similar out of 20,000.

Conclusions: We studied a hybrid approach of a rule-

based system and machine learning system to classify command-
line commands. Since the commands are in unsupervised form,
the rule-based system transformed them into supervised data.
This supervised data is used for the ML systems to learn the set of
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Key Observations:
• Use a rule-based system to convey expert knowledge to train 

an ML system for unsupervised classification
• Apply the proposed neuro-symbolic approach to classify semi-

natural language data of command-line commands in the 
perspective of cyber security

• Implementation of the approach and measurement of its 
performance with different NLP models

Architecture: The overall architecture of the workflow is

shown in Fig 1. First, we visualized the unsupervised command-
lines in a graph structure to understand their hierarchy. Then
the set of rules are used to create a rule-based system. Using
these rules, we compared pairs of command-lines one by one, to
classify them as similar or not-similar. This classification results
in the supervised data, to be used for the ML system. In the next
step, we study three different ML systems. In the last step,
experts take a sample of an ML system’s output and detect
wrongly classified command-lines. These commands will be
classified correctly according to the expert opinions and will be
fed back to the ML system for re-training.
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Table 1 Reference Table Sample

We compared each command with its next 10 commands (creating
a data-set that looks the same), and with 100 random commands
(to diversify the data-set. Applying this algorithm on 12262
commands, over 1.209 million records of the supervised form
were created. This supervised data is used for the machine
learning system.
As a next step of the hybrid approach, we experimented with three
machine learning models, a classical document classifier (logistic
regression model), a DL document classifier using transformer, and
a DL sentence-pair classifier using transformer.

Figure 1: Step-wise Overview of the Workflow

Table 2: Machine Learning Models’ Comparison

For the remaining 1.1 million records, 1000 random numbers were
generated and used as indices to select the pair of commands for
evaluation. We executed this experiment 100 times. The results in
Figure 3 show the number of the wrong prediction out of 1000.

Figure 3: Comparison of Baseline model and DL Models

To verify the generalization of models, we tested the three models
against unseen data. We selected 75 commands randomly from
Stack Overflow5 and made combinations of each command with
the other 74 commands. This gave us a total of 2640 pairs of
unseen commands for testing.

Table 3: Comparison of the three models’ performance on
unseen data

rules and classify the commands into similar or not-similar classes.
The results achieved with the hybrid approach not only solve this
complex problem but can be also replicated with a domain-specific
set of rules for any semi-natural language unsupervised data.


